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Abstract—Energy harvesting is often used for green communi-
cations. The problem of power allocation is then to maximize the
throughput, taking into account the fact that channel conditions
and energy sources are time varying. In particular, for the con-
straints of the target problem, besides the allocated power values
being nonnegative, the successively harvested energy sum leads to
the triangle coefficient matrix of the power sum constraints. In this
paper, we propose a geometric waterfilling (GWF) algorithm in
place of the conventional waterfilling (CWF) algorithm for power
allocation with a sum power constraint. We then recursively apply
the GWF as a functional block to sequentially solve the power
allocation problem for energy harvesting transmission in a fading
channel. This algorithm is referred to as RGWF. The proposed
RGWF is further extended to solving the minimization of the
transmission completion time (referred to as RGWFn) by inserting
a condition to check if the preset information transmission data
bits are achieved. Since RGWF is defined by recursion and along
natural progress of time, we can compute a family of solutions for
subprocesses from epoch 1 to epoch k, for k = 1, . . . ,K, where
K is the index of the final epoch for the entire process. Thus,
RGWF can be utilized for efficiently carrying out the computation
of RGWFn. RGWF and RGWFn belong to dynamical recursive
algorithms. Compared with the existing results in the open litera-
ture, the proposed algorithms have distinguished features: 1) They
provide the exact optimal solutions via efficient finite computation
under the recursive category, and 2) the optimality of the proposed
algorithms is strictly proven. Numerical examples are provided to
illustrate the procedures to obtain the optimal power allocation by
using the proposed algorithms.

Index Terms—Exact optimal solution, geometric approach,
green communications, harvesting energy, optimization methods,
radio resource management, recursion, waterfilling.

I. INTRODUCTION

THERE has been recent research effort on understanding
data transmission with an energy harvesting transmitter

that has a rechargeable battery for green communications [1]–
[4]. The system is assumed to consist of a sequence of epochs.
For each epoch, an event occurs, which may be the consequence
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of channel fading gain variation or new energy being harvested,
or both. This setting leads to new design insights into a wireless
link with a rechargeable transmitter and fading channels.

Generally, the incoming energy can be stored in the battery of
the rechargeable transmitter for future use. However, it cannot
be used for previous epochs. This point is called causality.
Often, the battery owns great storage capacity, and it is hardly
filled fully from the incoming harvested energy. This assump-
tion is taken into account in this paper, i.e., the maximum
energy capacity of the battery Emax � 0. This assumption lays
down a foundation to solve the cases of finite Emax. In this
setting, we can compute optimal dynamic transmission schemes
that adapt the instantaneous transmit power to the variations in
the energy and fade levels.

In recent years, energy harvesting green communication has
attracted substantial research attention. In [1], data transmission
with energy harvesting sensors is considered, and the recur-
sive policy for controlling admissions into the data buffer is
derived using a dynamic programming framework. Dynamic
programming can offer an optimal closed-loop control, but it
may meet with the curse of dimensionality [5]. In [2], energy
management policies that stabilize the data queue are proposed
for single-user communication and under a linear approxi-
mation. Some delay optimality properties are derived. In [3]
and references therein, optimization approaches are considered
to attempt to obtain the maximum throughput over additive
white Gaussian noise and fading channels. Successively, in
[4], throughput optimal energy allocation is studied for energy
harvesting systems in a time-constrained slotted setting. The
same objective function is investigated in [3] and [4] using
offline machinery and waterfilling approach, which comes di-
rectly from the Karush–Kuhn–Tucker (KKT) conditions [6] of
the target problem. In [7], the optimality of a variant of the back
pressure algorithm using energy queues is discussed. In [8],
energy harvesting transmitters with batteries of finite energy
are considered, and the problem of throughput maximization
is solved offline in a (nonfading) static channel. Recently,
Gong et al. [9] have investigated the issue of optimal power al-
location for energy harvesting and power grid coexisting wire-
less communication systems and proposed the related method.

In this paper, we propose optimal recursive waterfilling algo-
rithms to solve the problems with energy harvesting constraints.
With waterfilling, more power is allocated to the channels with
higher gains to maximize the sum data rate of all the channels
[10]. The conventional way to solve the waterfilling problem
is to solve the KKT conditions and then find the water level(s)
and the solutions. In this paper, we propose an approach from a
simple geometric view of waterfilling, construct a solution, and
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Fig. 1. System model. K = 8 epochs in (0, T ].

then prove its optimality. We refer to this approach as geometric
waterfilling (GWF). Due to the complexity of solving the KKT
conditions of the problem in conventional waterfilling (CWF),
the proposed GWF is easier to compute than the CWF and
reveals more useful information.

The proposed GWF is used as a functional block to solve
the target problem with energy harvest in fading channels.
Successive energy harvesting and fading gain variations lead
to more complicated constraints for the optimization problem.
In addition to the nonnegative allocated power, the successively
incremental harvested energy sum leads to a triangle coefficient
matrix of the constraints. Due to this triangle coefficient matrix,
the proposed algorithm can utilize recursion machinery, with
GWF being used as a functional block. Thus, it is referred to
as RGWF. Compared with the existing results, the proposed
RGWF owns two characteristics: 1) It efficiently provides the
exact optimal solution recursively with finite computation, and
2) its optimality is strictly proven. Due to the usage of recursion,
the solutions to a family of the maximum throughput problems
for subprocesses from epoch 1 to epoch k, for k = 1, . . . ,K,
can be efficiently computed, where K is the index of the final
epoch in the process. In addition, since the circular definition
of an algorithm has been avoided, our approach is more strict.
Furthermore, RGWF is extended to solving the minimum trans-
mission time problem, with the objective function of minimiz-
ing the transmission time for transmitting the given amount of
information, measured as B bits. By including an “if” clause in
the algorithm to check if B bits are transmitted, the algorithm
RGWFn is formed from RGWF to solve the problem. We also
prove the optimality of RGWFn to solve the transmission time
minimization problem without using the KKT condition for this
nonconvex optimization problem in the mixed continuous and
discrete variables.

In the remainder of this paper, the system model and problem
statement are presented in Section II. The proposed GWF
with a sum power constraint is discussed in Section III. The
proposed RGWF and RGWFn algorithms and their optimality
are investigated in Sections IV and V, respectively. Numerical
examples are presented in Section VI. Section VII concludes
this paper.

II. SYSTEM MODEL AND PROBLEM STATEMENT

Here, we introduce the system model and the transmission
throughput maximization problem with energy harvesting in a
fading channel. For convenience and without loss of generality,
the process is assumed to be a discrete time process.

As shown in Fig. 1, we consider the time period from
(0, T ], including K epochs. Each epoch is the result of either
the channel state change or the harvest energy arrival or the

occurrence of both events. We use Li and ai to denote the time
duration and the fading gain of the ith epoch. At the beginning
of the ith epoch, the energy arrival is denoted by Ein(i), and
the event of energy arrival is depicted as Ein(i) > 0.

The objective is to maximize the number of bits transmitted
by the deadline T , i.e., within the K epochs. The optimal power
management strategy is such that the transmit power is constant
in each epoch. Therefore, let us denote the transmit power in
epoch i by si, for i = 1, . . . ,K.

We have causality constraints due to energy arrivals and an
Emax constraint due to finite battery size. Hence, the optimiza-
tion problem in this fading case becomes [3]

max
{si}Ki=1

K∑
i=1

Li

2
log(1 + aisi)

subject to 0 ≤ si ∀ i
l∑

i=1

Lisi ≤
l∑

i=1

Ein(i), for l = 1, . . . ,K

l∑
i=1

Ein(i)−
l∑

i=1

Lisi ≤ Emax

for l = 1, . . . ,K − 1 (1)

where if we interpret the observed properties of the optimal
power allocation scheme as a waterfilling scheme, si units of
water is filled into a rectangle container with a bottom width as
Li/2 ∀ i. With the assumption of Emax � 0, the last constraint
in (1) is relaxed. Note that the last power sum constraint in this
relaxed problem [l = K in (1)] is of equality. Furthermore, for
unifying parameter notation, through a change in variables, we
can obtain an equivalent problem to (1) under the relaxation
condition of Emax � 0 as follows:

max
{si}Ki=1

K∑
i=1

wi log(1 + aisi) (2)

subject to 0 ≤ si ∀ i (3)
l∑

i=1

si ≤
l∑

i=1

Ein(i) ∀ l (4)

where wi <= Li/2, ai <= ai/Li, and si <= Lisi. Note that
the symbol <= is the assignment operator.

To find the solution to problem (2), the CWF approach
usually starts from the KKT conditions of the problem as a
group of the optimality conditions, and then, the following
system in both the variables {si} and the dual variables can
be written as⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

si =

(
wi∑K

j=i
λj

− 1
ai

)+

, for i = 1, . . . ,K

∑l
i=1 wi

(
1∑K

j=i
λj

− 1
aiwi

)+

≤
∑l

i=1 Ein(i) ∀ l

λj ≥ 0 ∀ j

(5)

where λj is the dual variable corresponding to the jth sum
power constraint for any j. The solution to system (5) is
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the solution to problem (2). However, it is not easy to solve
(5). That is to say, only observing or using monotonicity of
(1/(

∑K
j=i λj)) with respect to i, in the first KKT condition

that is related with si, is not enough to compute the solution.
The set of {λj} or {

∑K
j=i λj} needs to satisfy other KKT

conditions. Unlike the conventional approach, our proposed
algorithm effectively solves the target problem and also solves
the KKT conditions as a by-product based on the proposed
geometric approach.

III. GEOMETRIC WATERFILLING WITH

SUM POWER CONSTRAINT

In [11], we presented a GWF approach and its application to
solve generalized radio resource allocation problems. The GWF
approach eliminates the procedure to solve the nonlinear system
for the water level and provides explicit solutions and helpful
insights into both the problem and the solution. In this paper,
we will use GWF as a functional block to solve target problem
(2). For self-explanatory, the basic concept of GWF is reviewed
in this section.

A. Problem, Algorithm, and Optimality

Let L and K be two positive integers; L ≤ K denote the in-
dex of the starting channel and the ending channel, respectively;
and K − L+ 1 denote the total number of channels. Often, L
is assigned to be 1. The waterfilling problem can be abstracted
and generalized into the following problem: Given P > 0, as
the total power or volume of the water, the allocated power
and the propagation path gain for the ith channel are given
as si and ai, respectively, i = L . . .K. Furthermore, given the
weighted coefficient wi > 0 ∀ i, associated with {aiwi}Ki=L

assumed to be in decreasing order (the indexes can be arbitrarily
renumbered to satisfy this condition), we find that

max
{si}Ki=L

K∑
i=L

wi log(1 + aisi) (6)

subject to 0 ≤ si, ∀ i (7)
K∑

i=L

si = P. (8)

Since the constraints are that 1) the allocated power has to be
nonnegative and 2) the sum of the power equals P , problem (6)
is called the waterfilling (problem) with a sum power constraint.

Fig. 2(a)–(d) shows an illustration of the proposed GWF
algorithm. Suppose there are four steps/stairs (L = 1, K =
4) inside a water tank. For the conventional approach, the
dashed horizontal line, which is the water level μ, needs to be
determined first, and then, the power allocated (water volume)
above the step is solved.

Let us use wi to denote the width of the ith step. For the ith
step, the allocated power si represents the area from the step to
the surface of the water (if this step is under water). The term
1/ai represents the area from the step to the bottom of the tank.
Therefore, the “step depth” of the ith step di (the height of the
ith step to the bottom of the tank) can be expressed as

di =
1

aiwi
, for i = L,L+ 1, . . . ,K (9)

Fig. 2. Proposed GWF algorithm. (a) Water level step k∗ = 3, allocated
power for the third step s∗3 , and step/stair depth di = (1/(aiwi)). (b) P2(k)
(shadowed area, representing the total water/power above step k) when k = 2.
(c) P2(k) when k = 3. (d) Weights as the widths.

where {ai, wi} in (9) is the same as those in (6). Due to the
monotonicity of the sequence {aiwi}, the step depth of the
stairs indexed as {L, . . . ,K} is monotonically increasing.

Instead of trying to determine the water level μ, which is
a nonnegative real number, we aim to determine the water
level step, which is an integer number from L to K, which is
denoted by k∗, as the highest step under water. Based on the
result of k∗, we can write out the solutions for power allocation
instantly.

Fig. 2(a) shows the concept of k∗. Since the third level is the
highest level under water, we have k∗ = 3. The shadowed area
denotes the allocated power for the third step by s∗3.

In the following, P2(k), which is the water volume above
step k, can be obtained considering the step depth difference
and the width of the stairs as

P2(k) =

[
P −

k−1∑
i=L

(dk − di)wi

]+

, for k = L, . . . ,K (10)

where (x)+ = max{0, x}.
As an example in Fig. 2(c), the water volume above step 1

and below step 3 with width w1 can be found as the step
depth difference (d3 − d1) multiplying the width of the step w1.
Therefore, the corresponding P2(k = 3) can be expressed as

P2(k = 3) = [P − (d3 − d1)w1 − (d3 − d2)w2]
+

which is an expansion of (10). Then, we have the following
proposition.

Proposition 1: The explicit solution to (6) is{
si =

[
sk∗
wk∗ + (dk∗ − di)

]
wi, L ≤ i ≤ k∗

si = 0, k∗ < i ≤ K
(11)
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where

k∗ = max
{
k
∣∣P2(k) > 0, L ≤ k ≤ K

}
, (12)

the power level for this step is

sk∗ =
wk∗∑k∗

i=L wi

P2(k
∗) (13)

and the corresponding water level can be expressed as

μ =

1
ak∗ + sk∗

wk∗
=

1
ai

+ si

wi
, as L ≤ i ≤ k∗. (14)

The proof of Proposition 1 can be found in [11].
In summary, for GWF, the first step is to calculate P2(k), then

find the water level step k∗ from (12), which is the maximal
index making P2(k) positive. The corresponding power level
for this step, i.e., sk∗ , can be obtained by applying (13). Then,
for those steps with an index higher than k∗, the powers are
assigned with zeros. For those steps below k∗, the powers are
assigned as in (11). The first term (sk∗/wk∗) inside the square
bracket denotes the depth of the k∗th step to the surface of the
water. The second term inside the square bracket denotes the
step depth difference of the k∗th step and the ith step. Therefore,
the sum inside the square bracket means the depth of the ith
step to the surface of the water. When this quantity is multiplied
with the width of this step, the area of the water above this step
(allocated power) can be then readily obtained.

From Proposition 1, when k∗ is obtained, P2(k
∗) is given.

Then, it is memorized and only multiplied by a constant to
compute sk∗ . Thus, how to search k∗ is a key point for the
proposed GWF, and the procedure of GWF is stated as follows.

1) Initialize Ws = 0; PM = P ∗ = P ; i = L.
2) Compute Ws <= Ws+wi; P ∗ <= P ∗ − (di+1−di)Ws.

Then, i <= i+ 1. Note that it has been claimed that the
symbol “<=” represents the assignment operation.

3) If P ∗ > 0 and i ≤ K, PM = P ∗, and repeat step 2); else,
output k∗ = i− 1 and sk∗ = (wk∗/Ws)PM .

Thus, solution {si} is obtained. We can observe that
(sk∗/wk∗) + dk∗ is the water level due to (sk∗/wk∗) +
dk∗ = (si/wi) + di for L ≤ i ≤ k∗. In addition, GWF can
be regarded as a mapping from the point of parameters
{L,K, {wi}Ki=L, {ai}Ki=L, P} to solution {si}Ki=L and the im-
portant water level step index k∗ [11]. That is to say, it can be
written as a formal expression as follows:

{
{si}Ki=L, k

∗} = GWF
(
L,K, {wi}Ki=L, {ai}Ki=L, P

)
. (15)

Since we often use the first part, i.e., {si}Ki=L from GWF
previously mentioned, we also write

{si}Ki=L = GWF
(
L,K, {wi}Ki=L, {ai}Ki=L, P

)
|I . (16)

Note that, for concision and without confusion from the con-
text, we may write the right-hand side of the expression as
GWF(L,K) to emphasize time stages from L to K.

B. Complexity Analysis

As stated in [12] (see Section III), the conventional WF
algorithm has an exponential worst case complexity of 2K

loops, where K is the number of channels, although the channel
gains have been sorted in decreasing order. Pointing to this
case, Palomar in [12] proposed an improved algorithm with
the worst-case complexity of K loops. Since each loop consists
of multiple arithmetic and logical operations, here, we use the
total number of operations as a measure of complexity (see
[13, Ch. 8]).

The CWF approach has a worst case complexity of K loops,
i.e., total O(K2) fundamental arithmetic and logical operations
under the 2(K + 1) memory requirement and the sorted param-
eters {wkak}Kk=1 (e.g., see [14, p. 137] for more details).

The proposed GWF algorithm occupies less computational
resource. It is seen that it needs K loops at most to search k∗ and
four arithmetic operations and two logical operations to com-
plete each loop. Thus, the worst case computational complexity
of the proposed solution is 8K + 3 (from the operations of
6K + 3 + 2K) fundamental arithmetical and logical operations
under the 2(K + 1) memory units to store {di}, {wi}, Ws,
and PM .

IV. PROPOSED RECURSIVE GEOMETRIC WATERFILLING

Here, we propose a novel approach to solve problem (2)
using our proposed GWF approach recursively (RGWF). The
constraint in (4) can be expanded into a matrix form as

⎛
⎜⎝

1 0 · · · 0
1 1 0 · · 0
· · ·
1 1 · · · 1

⎞
⎟⎠

⎛
⎜⎜⎝

s1
s2
...
sK

⎞
⎟⎟⎠ �

⎛
⎜⎜⎜⎝

∑1
i=1 Ein(i)∑2
i=1 Ein(i)

...∑K
i=1 Ein(i)

⎞
⎟⎟⎟⎠ .

We noticed that the coefficient matrix forms a triangle matrix.

A. Algorithm RGWF

The proposed RGWF(K) is stated as in the following algo-
rithm description.

Note that in the first line of Algorithm 1, K represents the
total number of epochs, and L denotes the index of the current
processing epoch. Beginning from line 3, RGWF sequentially
processes from the second epoch to the Kth epoch. The inner
“for” loop (lines 6–17) updates power levels for the current
processing epoch (L) and its previous L− n epochs to form
a processing window. The GWF algorithm is applied to this
window to find a common water level. A summation is used in
line 8. The function of this step is to sum up all the harvested
energy/power in the processing window. If the lower limit of
the summation is greater than the upper limit, the result of this
summation is defined as zero. Then, the “if” clause compares
the water level of this processing window with the previous
epoch’s water level. If the water level nondecreasing condition
is satisfied, then output RGWF(L), and move to processing
the next epoch. If the water level nondecreasing condition is
not satisfied, the window is expanded by one epoch on the left
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side. Through this mechanism, solution {s∗i}Ki=1 is obtained as
RGWF(K) within finite loops.

Algorithm 1 Pseudocode for RGWF

1: Initialize:
L = 1, K, P = Ein(1), w1, a1;

2: Output the result for epoch 1:
RGWF(L) = GWF(1, 1)|I = s∗1 = Ein(1);

3: for L = 2:1 : K do
4: Input: {Ein(L), {wL, aL}};
5: {s′k}L−1

k=1 = RGWF(L− 1);
6: for n = L : −1:1 do
7: W = {wj}Lj=n; A = {aj}Lj=n;

8: ST =
∑L−1

j=n s′j + Ein(L);
9: {{s∗k∗}Lk=n, k

∗} = GWF(n,L,W,A, ST );
10: if n > 1 then
11: k∗e = max{k|s′k > 0, 1 ≤ k ≤ n− 1},

else k∗e = 1;
12: end if
13: if (1/ak∗wk∗)+(s∗k∗/w∗

k)≥(1/ake
wke

)+
(
s′ke

/wke

)
then

14: output: RGWF(L)|I = {s′1, . . . , s′n−1, s
∗
n, . . . ,

s∗L},
15: Move to next epoch, i.e., go to line 16;
16: end if
17: end for
18: end for
19: Output RGWF(K): {s∗k}Kk=1 = RGWF(K).

Fig. 3 is an illustration of the inner “for” loop of RGWF.
It is assumed that the current processing epoch is L = 6 with
the assumption of Ein(6) = 0. The optimal power allocation
for the first five epochs has been completed, as shown in the
shadowed areas in Fig. 3(a). Epoch 6 is now under processing.

Based on line 9, since there is no energy harvested in epoch 6,
the power level for epoch 6 is zero, and the water level is
just the fading level. Lines 10–12 calculate that k∗e = 5, and
then, line 13 compares the water level of the current processing
window with that of the k∗eth epoch. Since the comparison in
line 13 does not hold, the algorithm goes back to line 6 by
decreasing n to 5, and then, the processing window is extended
to including epochs 5 and 6, as shown in Fig. 3(b). Fig. 3(b)
also shows the power allocation from GWF(5, 6) in line 9 as
the horizontal-wave shadowed areas. Still, the comparison of
the water level nondecreasing condition for the window [5, 6]
in line 13 does not hold, and the algorithm returns to line 6 again
by decreasing n = 4. As shown in Fig. 3(c), the processing
window is epochs 4–6. The water level nondecreasing condition
still is not satisfied. The processing window is extended from
epochs 3–6, as shown in Fig. 3(d). With the new water level in
the processing window, the water level nondecreasing condition
up to epoch 6 is satisfied. As a result, RGWF(L = 6) is solved,
which is recursively obtained from RGWF(L− 1 = 5).

Through this mechanism, solution {s∗i}Ki=1 = RGWF(K) is
recursively obtained.

Fig. 3. Inner loop of RGWF (lines 6–18 for L = 6), harvested energy having
been allocated up to epoch 5; horizontal-wave shadowed areas denote power
allocation for the processing window. (a) n = 6, k∗e = 5. (b) n = 5, k∗e = 4.
(c) n = 4, k∗e = 3. (d) n = 3, k∗e = 2.

B. Optimality of RGWF

The proposed algorithm eliminates the procedure to solve
nonlinear system (5) in multiple variables and dual variables,
provides exact solutions via finite computation steps, and offers
helpful insights into the problem and the solutions. To guaran-
tee optimality of RGWF, we have the following proposition.

Proposition 2: RGWF can compute the optimal exact solu-
tion to problem (2) within finite loops.

Proof of Proposition 2: From the algorithm RGWF(K),
there exists n1, where 1 ≤ n1 ≤ K − 1, and {s∗i}n1

i=1 =
[RGWF(K)]|{1,...,n1}. Thus, there are the nonnegative La-
grange dual variables {λi}n1

i=1 and {μi}n1
i=1 such that KKT con-

ditions of the restriction of the optimization problem RGWF(K)
to the set {1, . . . , n1} hold. This restriction indicates a subprob-
lem, i.e.,

max
{si}n1

i=1

n1∑
i=1

wi log(1 + aisi) (17)

subject to
l∑

i=1

si ≤
l∑

i=1

Ein(i) (18)

0 ≤ si, as 1 ≤ l ≤ n1 − 1 (19)
n1∑
i=1

si =

n1∑
i=1

s∗i . (20)
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Further, {λi, μi} correspond to the ith sum power constraint
and the power nonnegativeness constraint, respectively. On the
other hand, {{s∗i}Ki=n1+1, k

∗} = GWF(n1 + 1,K, {wj}, {aj},∑K
j=n1+1 s

∗
j). Thus, there are also the nonnegative Lagrange

dual variables λ and {μi}Ki=n1+1 that are the KKT conditions
of the following subproblem:

max
{si}Ki=n1+1

K∑
i=n1+1

wi log(1 + aisi) (21)

subject to 0 ≤ si ∀ i (22)
K∑

i=n1+1

si =

K∑
i=n1+1

s∗i . (23)

Since GWF(n1 + 1,K) has one sum power constraint and
specific finite-loop operations, we can assign

λK =λ =
1

1
ak∗+wk∗ + sk∗

wk∗

(24)

λK−1 = · · · = λn1+1 = 0 (25)

with the fine k∗, as the minimum positive step index of set
{n1 + 1, . . . ,K}, where the adjective “fine” expresses that k∗

can be used to clarify whether the allocated power to be positive
or zero and determine the water level at once. Moreover, due
to the characteristics of the loop transition from n1 + 1 to
n1 during carrying out RGWF(n1) and the points previously
mentioned, it is seen that the feasible solution of {s∗i}Ki=1, which
is computed by RGWF(K), is indeed the optimal solution to
(2)–(4).

Therefore, Proposition 2 is proved.
Remark 1: RGWF is an optimal dynamic power distribution

process. The dynamics of this process is shown by the general-
ized varying structure state equation

RGWF(L+ 1) = [[RGWF(L)]|Λ1
, [GWF(n,L+ 1)|I ] |Λ2

]

for L = 1, . . . ,K − 1

where n is the index of the starting epoch of the currently
processing window (i.e., it satisfies line 13 of RGWF), the set
Λ1 denotes {s′k}n−1

k=1 and is referred to in the description or
definition of RGWF, and the set Λ2 denotes {sk}L+1

k=n and is
referred to in (16). In this process, RGWF(L) can be regarded
as the generalized system state at the time stage (or epoch)
L; GWF(n,L+ 1) can be regarded as the generalized system
control at the time stage (or epoch) L; and then RGWF(L+ 1),
as a state at the next time stage, can be derived or determined
from the previous state and control. Due to the optimality
of RGWF(L) from Proposition 2, for any L, therefore, the
proposed algorithm is indeed an optimal dynamically recursive
waterfilling algorithm with high efficiency.

V. TRANSMISSION COMPLETION TIME MINIMIZATION

In previous section, RGWF was discussed to efficiently solve
the throughput maximization problem. Here, RGWF is ex-
tended to solve the transmission completion time minimization
problem.

Now, assume that the transmitter has B bits to be transmitted
to the receiver. Our objective now is to minimize the time
required to transmit these B bits. This problem is called the
transmission completion time minimization problem. In [8] and
[15], this problem is formulated and solved for an energy har-
vesting system in a nonfading environment. In [3], the problem
is attempted to be solved offline in a fading channel. In this
paper, we use the proposed RGWF to solve the problem in a
fading channel with recursive computation, which is referred to
as RGWFn.

The transmission completing time minimization can be
stated as follows, assuming N to be a positive integer and
N ≤ K:

min
{{si}Ni=1

,N}
N (26)

subject to
N∑
i=1

wi log(1 + aisi) = B (27)

0 ≤ si ∀ i (28)

l∑
i=1

si ≤
l∑

i=1

Ein(i), l = 1, . . . , N. (29)

The proposed RGWFn is presented in the algorithm descrip-
tion shown below.

Compared with the steps of RGWF, in the first line of the
algorithm, RGWFn introduces B as a parameter, the others
being the same. In line 8, RGWFn sequentially processes from
the second epoch to the Kth epoch to output the optimal
value N ∗ and its optimal solution, i.e., {RGWFn(N ∗), N ∗}.
Similarly, the inner “for” loop updates power levels for the
current processing epoch (L) and its previous L− n epochs to
form a processing window. The GWF algorithm is also applied
to this window to find a common water level. Note that a
new “if” clause is inserted into the outer level “if” clause (for
the water level nondecreasing condition check). The function
of this inner “if” clause is to check whether the transmitted
bits reach B. Therefore, it is the normal exit of the algorithm
(lines 23–28). For convenience, the condition of this new “if”
clause is called the criterion of RGWFn. This is also due to the
importance of the criterion in the following proposition.

Algorithm 2 RGWFn, Based on RGWF

1: Initialize: L = 1, K, B, Ein(1), w1, a1;
2: Output the result for epoch 1:

s′1 = RGWF(1) = Ein(1),
3: if

∑1
i=1 wi log(1 + ais

′
i) ≥ B then

4: RGWFn(1) = s∗1 = (1/aL)(2(B/wL) − 1);
5: N ∗ = 1;
6: Exit the algorithm;
7: end if
8: for L = 2:1 : K do
9: Input: {Ein(L), wL, aL};

10: {s′k}L−1
k=1 = RGWF(L− 1);
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11: for n = L : −1:1 do
12: W = {wj}Lj=n; A = {aj}Lj=n;

13: ST =
∑L−1

j=n s′j + Ein(L);
14: {{s∗k}Lk=n, k

∗} = GWF(n,L,W,A, ST );
15: if n > 1 then
16: k∗e = max{k|s′k > 0, 1 ≤ k ≤ n− 1},

else k∗e = 1;
17: end if
18: if (1/ak∗wk∗)+(sk∗/w∗

k)≥(1/ake
wke

)+(s′ke
/wke

)
then

19: RGWF(L) = {s′1, . . . , s′n−1, s
∗
n, . . . , s

∗
L};

20: T1 =
∑n−1

i=1 wi log(1 + ais
′
i);

21: T2 =
∑L

i=n wi log(1 + ais
∗
i );

22: T3 =
∑L−1

i=n wi log(1 + ais
∗
i );

23: if T1 + T2 ≥ B then
24: B1 = B − T1 − T3;
25: s∗L = (1/aL)(2(B1/wL) − 1);
26: RGWFn(L) = {s′i}n−1

i=1 ∪ {s∗j}Lj=n;
27: N ∗ = L;
28: Exit the algorithm;
29: end if
30: Move to next epoch, i.e., go to line 33;
31: end if
32: end for
33: end for

Proposition 3: If there does not exist L such that the criterion
in RGWFn

n−1∑
i=1

wi log (1 + ais
′
i) +

L∑
i=n

wi log (1 + ais
∗
i ) ≥ B (30)

holds, where the symbols in (30) keep the same meaning as
those in the statement of RGWFn, then there is no solution to
problem (26). If the criterion holds, then the obtained N ∗ is
the optimal value, and {RGWFn(N ∗), N ∗} is the exact optimal
solution.

Proof of Proposition 3: For the given B, if there does not
exist L such that the criterion in RGWFn

n−1∑
i=1

wi log (1 + ais
′
i) +

L∑
i=n

wi log (1 + ais
∗
i ) ≥ B

holds, it implies that the optimal value of problem (2) is
strictly less than B, corresponding to Proposition 2. Thus, the
first constraint of problem (26) never holds. Then, there is no
solution to problem (26).

Now, assume that there exist N ∗ and RGWF(N ∗) such that

n−1∑
i=1

wi log (1 + ais
′
i) +

N∗∑
i=n

wi log (1 + ais
∗
i ) ≥ B

where

RGWF(N ∗) =
{
s′1, . . . , s

′
n−1, s

∗
n, . . . , s

∗
N∗

}
.

According to the obtained N ∗ from the RGWFn algorithm, the
optimal value of the problem

max
{si}Ni=1

N∑
i=1

wi log(1 + aisi)

subject to 0 ≤ si ∀ i
l∑

i=1

si ≤
l∑

i=1

Ein(i) for l = 1, . . . , N

is less than B, where RGWF(N) is the optimal solution to this
problem, for N = 1, . . . , N ∗ − 1. Hence, the optimal value of
problem (26) is not less than N ∗. Stemming from the statement
of RGWFn, {RGWFn(N ∗), N ∗} is a feasible solution to prob-
lem (26), and further, N ∗ is the evaluated objective value of
problem (26) at {RGWFn(N ∗), N ∗}. Thus, N ∗ is a feasible
value. Together with the previously mentioned fact that the
optimal value of problem (26) is not less than N ∗, as a result,
N ∗ is the optimal value, and {RGWFn(N ∗), N ∗} is the exact
optimal solution to problem (26).

Therefore, Proposition 3 is proved.
Remark 2: RGWFn is an optimal dynamic progressive pro-

cess to compute the transmission completion time minimiza-
tion. This progressive process is ended at the current epoch and
then outputs the minimum completing time once the criterion
is satisfied. Hence, it does not need the information/solution of
the entire process of the problem(s).

In addition, given the lengths of epochs, i.e., {Li}, due to
wi = (Li/2) ∀ i, the minimum transmission completion time
duration is 2

∑N∗

k=1 wi, which can be computed by finding N ∗.

VI. NUMERICAL EXAMPLES

Here, we provide numerical examples for illustrating the
procedures of the proposed algorithms (RGWF and RGWFn).
Since RGWF uses the recursion mechanism, it can effectively
compute the exact optimal solution through finite computation
for every subprocess that starts from epoch 1 and ends at epoch
i, as i = 1, . . . ,K. This point can be utilized for RGWFn to
efficiently compute the solution to the minimum transmission
completion time problem.

The proposed algorithm scans the epochs sequentially to
obtain the optimal power allocation. The achieved sum data rate
is not plotted, since we have shown that the proposed algorithms
provide the optimal solution. For simple illustration, we assume
that there are three epochs, each with the time length (Li = 2,
i = 1, 2, 3), i.e., the same unit weight (wi = 1, i = 1, 2, 3) in (2).

Example 1: Suppose the fading profiles for the three epochs
are a1 = 1, a2 = (1/2), and a3 = (1/3). At the beginning of
each epoch, unit energy is harvested (Ein(i) = 1, i = 1, 2, 3).
Then, the maximizing throughput problem is

max
{si}3i=1

3∑
i=1

log(1 + aisi) (31)

subject to 0 ≤ sl (32)
l∑

i=1

si ≤ l, l = 1, 2, 3. (33)
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Fig. 4. Procedures to solve Example 1. (a) s1 = 1. (b) s1 = 1, s2 = 1.
(c) s1 = 1, s2 = 1, s3 = 1.

Fig. 5. Procedures to solve Example 2. (a) s1 = 1. (b) s1 = 0.75, s2 = 1.25.
(c) s1 = 11/18, s2 = 20/18, s3 = 23/18.

Epoch 1 is first scanned to output RGWF(1) = s1 = 1, as
shown in Fig. 4(a). Now, we move to epoch 2 and apply GWF(2,
2) and output s2 = 1. Check if the water level of epoch 2
(2 + 1 = 3) is greater than the water level of epoch 1 (1 + 1 =
2). It is true, then output the optimal solution at epoch 2:
s1 = 1; s2 = 1, as shown in Fig. 4(b). Similarly, for epoch 3,
by applying GWF(3, 3), we have s3 = 1. Check the water level,
it satisfies the nondecreasing condition. Hence, the algorithm
outputs the completed solution, as shown in Fig. 4(c).

Example 1 is calculated without power level adjustment since
the water level nondecreasing condition is satisfied for all the
epochs. The channel gains (fading gains) for the three epochs
are continuously deteriorating. Therefore, the harvested energy
at the beginning of each epoch is fully consumed in the current
epoch. In the following example, we illustrate the power level
adjustment procedure. We can observe that the computed water
levels also sufficiently satisfy all the other KKT conditions by
the proposed algorithm.

Example 2: Suppose the fading profiles for the three epochs
are a1 = 1, a2 = 2, and a3 = 3. At the beginning of each
epoch, unit energy is harvested (Ein(i) = 1, i = 1, 2, 3). Then,
the maximizing throughput problem is described by the ones
that are the same as those in (31)–(33). The procedures are
described in Fig. 5.

First, we scan the first epoch and RGWF(1) outputs s1 = 1,
as shown in Fig. 5(a). Then, move to the second epoch. By
applying GWF(2, 2), it gives s2 = 1. Now, check that the
water level of epoch 2 is 1 + 1/2 = 1.5 and the water level for
epoch 1 is 1 + 1 = 2. The water level nondecreasing condition
is violated. Thus, the power level adjustment procedure is
triggered. By applying GWF to the first two epochs, we have
GWF(1, 2) = {s1 = 0.75, s2 = 1.25}. With this power adjust-
ment, the new water level for both epochs is 1.75, satisfying
the nondecreasing condition. The output for RGWF(2) is then
s1 = 0.75, s2 = 1.25, as shown in Fig. 5(b).

Fig. 6. Procedures to solve Example 3. (a) s1 = 2. (b) s1 = 2, s2 = 2.
(c) s1 = 2, s2 = 2, s3 = 1.

Now, we move to epoch 3, the output of GWF(3, 3) = s3 =
1. The corresponding water level for epoch 3 is 1 + 1/3, which
is lower than the water level of the previous epoch (=1.75).
Then, the power adjustment is triggered. The algorithm calcu-
lates the power allocation for the current epoch (epoch 3) and its
previous epoch (epoch 2) to have output GWF(2, 3) = {s2 =
25/24, s3 = 29/24}. We move to the water level check step.
The new water level of epoch 2 ((1/2) + (25/24) = 37/24) is
lower than the water level of epoch 1 (1.75). Therefore, power
adjustment needs to include epoch 1 as well. We then com-
pute GWF(1, 3), the output is {s1 = 11/18, s2 = (11/18) +
(1/2), s3 = (11/18) + (2/3)}, which is the completed output
for the optimal solution, as shown in Fig. 5(c).

Different from Example 1, the channel gains (fading gains)
for the three epochs are continuously improving. Therefore, the
harvested energy at the beginning of each epoch attempts to
flow to the later epochs, leading to the uniform water level of
these three epochs.

Example 3: Suppose the fading profiles for the three epochs
are a1 = 1, a2 = (1/2), and a3 = (1/3); the energy harvest at
the beginning of each epoch is Ein(1) = Ein(2) = Ein(3) =
2. The information required for transmission is B = 3 bits
(strictly speaking, Bbits/Hz). Then, the minimizing transmis-
sion completion time problem is

min
{{si}Ni=1

,N}
N (34)

subject to
N∑
i=1

log(1 + aisi) = 3 (35)

0 ≤ si ∀ i (36)

l∑
i=1

si ≤ 2l, l = 1, . . . , N. (37)

Epoch 1 is first scanned to output RGWF(1) = s1 = 2, as
shown in Fig. 6(a). Since log(1 + 2) < B(= 3), we now move
to epoch 2 and apply GWF(2, 2) and output s2 = 2. Check
if the water level of epoch 2 (2 + 2 = 4) is greater than the
water level of epoch 1 (1 + 2 = 3). If it is true, then output
the temporary optimal solution at epoch 2: s1 = 2; s2 = 2, as
shown in Fig. 6(b). Since log(1 + 2) + log(1 + 1) < B(= 3),
we now move to epoch 3 and apply GWF(3, 3) and output s3 =
2. Check if the water level of epoch 3 (3 + 2 = 5) is greater
than the water level of epoch 2 (2 + 2 = 4). If it is true, then
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Fig. 7. Procedures to solve Example 4. (a) s1 = 1. (b) s1 = 0.75, s2 = 1.25.
(c) s1 = 11/18, s2 = 20/18, s3 = 2399/2523.

output the temporary optimal solution at epoch 3: s1 = 2; s2 =
2; s3 = 2. Since log 3 + log 2 + log(5/3) > B, B1 = 3 −
(log 3 + log 2) = log(4/3). Then, s3 = (1/(1/3))(2log(4/3) −
1) = 3 × (1/3) = 1. Therefore, the optimal solution is {{s∗1 =
2, s∗2 = 2, s∗3 = 1}, N ∗ = 3}, and the optimal value is N ∗ = 3,
as shown in Fig. 6(c).

Example 4: Suppose the fading profiles for the three epochs
are a1 = 1, a2 = 2, and a3 = 3; the energy harvest at the
beginning of each epoch is Ein(1) = Ein(2) = Ein(3) = 1.
The information required for transmission is B = log(20) bits.
The minimizing transmission completion time problem is de-
scribed as

min
{{si}Ni=1

,N}
N (38)

subject to
N∑
i=1

log(1 + aisi) = log(20) (39)

0 ≤ si ∀ i (40)

l∑
i=1

si ≤ l, l = 1, . . . , N. (41)

Epoch 1 is first scanned to output RGWF(1) = s1 = 1, as
shown in Fig. 7(a). Since log(1 + 1) < B(= log(20)), we now
move to epoch 2 and apply GWF(2, 2). This gives s2 = 1.
Check the water level of epoch 2, which is 1 + 1/2 = 1.5, and
the water level of epoch 1, which is 1 + 1 = 2. The water level
nondecreasing condition is violated. The power level adjust-
ment procedure is triggered. By applying GWF to the first two
epochs, we have GWF(1, 2) = {s1 = 0.75, s2 = 1.25}. With
this power adjustment, the new water level for both epochs is
1.75, satisfying the nondecreasing condition. The output for
RGWF(2) is then s1 = 0.75, s2 = 1.25, as shown in Fig. 7(b).
Since log(1 + 0.75) + log(1 + 2 × 1.25) < B, we move to
epoch 3 and apply GWF(3, 3). Similarly as in Example 2, the
output of RGWF(3) is {s1=(11/18), s2=(11/18)+(1/2),
s3=(11/18)+(2/3)}. Since log(1+s1)+log(1+2s2)+log(1+
3s3) > B, B1 = log 20 − log(1+(11/18))−log(1+ 2 × (20/
18))=log(10×(18/29)2). Then, s3=(1/3)(2log(10×(18/29)2)−
1)=2399/2523. Therefore, the completed optimal solution
is {{s∗1 = (11/18), s∗2 = (20/18), s∗3=2399/2523}, N ∗ = 3},
as shown in Fig. 7(c).

VII. CONCLUSION

For the optimal power allocation problems with energy
constraints in wireless communications, we have proposed
recursive algorithms to solve the problems in this paper. As
a starting point, we have proposed GWF to solve the optimal
power allocation problem with a sum power constraint. Then,
GWF was used as a functional block to solve the problems with
energy harvest in fading channels for the objective function of
maximizing the data rate (RGWF) and minimizing the trans-
mission completion time (RGWFn), respectively.

By iteratively applying GWF and comparing the computed
water level with the previous epoch, RGWF outputs the optimal
power allocation solutions epoch by epoch. The number of
iteration is finite. RGWFn is constructed based on RGWF with
additional comparison, i.e., whether the required information
transmission of B bits is being achieved. Further, we have
obtained and strictly proven optimality of the proposed algo-
rithms. Numerical examples are provided to illustrate the steps
to obtain the optimal solutions by the proposed algorithms.
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