
Multiproessors Motivations:� To inrease omputing power� advaned single proessors are reahing di-minishing returns� Improve reliabi;ity of systemsDi�erent Models:� SISD: Single Intrution Single Data Stream.This is the single proessor.� MISD: Multiple Instrution Streams, SingleData Streams. No mahine of this type.� MIMD: Multiple Instrution Streams, Multi-ple Data Streams. Uses multilple of singleproessors� SIMD: Single Instrution Stream, Multiple DataStreams. Uses vetor operations with one in-strution is fed to multiple proessors usingdi�erent data streams.



MIMD-Can use o� the shelf proessors , an funtionas single user mahine or high performane as inmutiprogrammed mahinesTypes of MIMD:1-Shared Memory Arhiteture. UMA: UniformMemory Aess uses enteralized shared memory.
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2-NUMA: Non uniform Memory Aess. Used inDistributed Memory Proessors.Distributed Memory Systems
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It onsists of individual nodes and an Interon-netion Network.Eah node has proessor, ahe, loal memoryand I/O.



Has the following advantages-� Cost e�etive to sale memory bandwidth� redues lateny of memory aesses to loalmemorythe disadvantages:-� ommuniation between proessors is moreomplex



Models for Communiation and Memory Ar-hitetures1-Shared Memory:Proessors Communiate with shared address spae.Easy for small sale mahinesAdvanrages:-� Model of hoie for single proessors, and smallsale multiproessors� low lateny� easy to program� easy to use ahe2- Message Passing:Proessors ommuniate with messages and haveprivate memories.advantages:� less hardware and easier to design� sale better



Performane Metris for Communiation Meh-anisms1- Bandwidth:-Limited by proessor, memory and interonne-tion bandwidth.-most likely is limited by the ommuniation meh-anism2-Lateny:-a�ets performane and programming of multi-proessors-proessor might have t wait-must hide lateny (overlap message with ompu-tation).lateny hiding needs software support and de-pends on the appliation (e�etivness)



Advantages of Shared Memory Communia-tions� Compatibility� Easy to programm and simllify ompiler de-sign� Low overhead for ommuniation (not usingoperating system)� Ability to use ahing to redue latenyAdvantages of Message Passing� Simpler hardware (no ahe ohereny)� Communiation is expliit foring program-mers and ompilers to pay attention to it.



Challanges of Parallel Proessing
� 1-Limited parallelism in programsAmdahl's law: performane improvements islimited by small part that annot be exeutedin parallel.Example: what fration of original omputa-tion an be sequential for having 80 speed upof 100 proessors.speedup = 1�(frationenhaned�(seedupenhaned)+(1� frationenhaned))80 = 1� (n� 100 + (1� n))n=.9975, only .25% is allowed to be sequen-tial.� Communiation OverheadExample: Assume 32 proessor mahine thathas 2000 ns ommuniation overhead. Pro-essor yle time = 10 ns, if base CPI=1, �ndhow muh faster if the mahine has no om-muniation overhead versus .5%.No over head CPI =1with ommuniation = 10+2000� :005 = 20ns, two times faster



Centralized Shared Memory ArhiteturesFeaures:-Small sale multiproessor system-Using one bus-Need large ahes to redue bus requirements
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Data types in Multiproessor system� 1-Shared Data: Used by multiple proessorsto ommuniate (readwrite)� 2-Private Data: Used by a single proessor(readwrite)Private and shared data an be ahed by loalproessors.Cahe helps to redue demand for bus, and re-due lateny to aess memory.Proessor uses private data in its own ahe thesame way as a single proessor uses its data onahe (dirty,..)Shared data ahing should be handeled di�er-ently.Multiple opies of a shared data item ould existon multiple ahes. This redues bus ontentionand redues aess time.
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Memory Cohereny RequirementsMemory is oherent if any read will return themost reent written value of data.The following operations satisfy ohereny:� 1-read by a proessor, follows a write by sameproessor to same loation , with no writes byother proessors to that loation.last write is from same proessor� If the write to X is from other proessor, Pro-essor must read X=5 for the memry to beoherent. (proessor must read value of lastwrite even if it ours at other proessor ahe)
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Memory Cohereny Requirements� Writes to same loation must be serialized. IfP1 writes 5 to X, tthen P5 writes 7 to X, thenP1 should read X=7 (not 5). [If P1 missesahe, P5 hits , we must still have X=7 as�nal value ℄BASIC SCHEMES FOR COHERENCYNeed a protool to maintain oherene for multi-ple proessors. This is needed to trak the stateof data shared between di�erent proessors.Types of Coherene ProtoolsDiretory Based:Status of bloks is kept in the diretory (whihahe has the most reent value) it is entralizedSnooping:Every ahe has status of shared data blok. Allahes monitor or snoop on the bus to determinewhether or not they have a opy of the blok.



Two Ways to maintain oherene in ahes� 1-Write Invalidate: The protool maintainan exlusive aess to a data item throughinvalidating all opies on other ahes.Example for write invalidate protool



Write Invalidate:
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� 2-Write Update or write Brodast: To keepmost update opy in ahe.It requires higher bandwidth as every write willbe transfered to all ahes.It must isolate shared data from private dataand should not brodast writes to private data



Write Update
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Performane of Write Invalidate Comparedto Write UpdateThe di�erenes are:-� 1-Multiple writes to same data requires mul-tiple write updates (bus bandwidth), on writeupdate protool, but only one invalidate forinvalidate protool.� Multiword bloks in ahe requires multipletransfer of all words on update protool.� delay between write followed by a read is usu-ally less in write update. (no ahe read miss"invalidate").beause bus bandwidth is performane bottel-nek, write invalidate has beome the proto-ol of hoie.



Implementation Tehniques for Invalidate Pro-tool� Using shared bus for Invalidation.� All proessors ontinuously snoop on bus foraddresses that mathes ahe addresses.� If there is a math, the blok is invalidated� Proessor must obtain bus aess (arbitrate)to write and must have ahe misseswith write bak ahe, if proessor has readmiss, and proessors snoop bus and �nd thatit has a dirty opy of it, then it must supplyit to other proessor that has requested it.� For writes: If shared, then invalidate all otheropies.with write bak: Eah blok should be markeddirty with a write/hitFor writes to not shared data, we need not tosend invalidate signal.



Read Miss
read item from
cache. hit/miss?

miss

all processors
snoop address

is processor cache
has a match?

yes

supply requested
processor with this
copy

Read Miss



Status of Cahe BlokIt uses 3 bits� Dirty: write hit makes blok dirty� Invalid: write invalidate signal from a writeto same blok in di�erent ahe� bf SharedPrivate: when write invalidate allother opies, the loal opy beomes not sharedor private.If private blok is requested by other proesor,it will be made shared.



Status of Cahe Blok
Tag S DataV D

s: shared
D: Dirty
V: valid



Cohereny in Multi-Level CaheThe shared bus is onneted to one level only.Must keep oherene between data in both lev-els, but only one level is onneted to the bus??(for invalidate)Solution: InlusionLevel loser to proessor (C1) are a subset ofthose further away (C2).If C2 ahe has to invalidate or hange statusof a blok, primary ahe C1 must update blokstatus.
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Cahe Cohereny ProtoolsWrite Through Cahe Cohereny ProtoolTwo States: Valid and InvalidRequests are from:1- loal proessor i for a read or write2-remote proessor j for read or write through thebusIf state is Invalid and there is another proessorreading or writing to it, will result in no hangein stateIf proessor needs to read or write to a blok andthe state is invalid, proessor will hange blokstate to ValidOn state Valid, proessor an read and write toblok with no hange in the state, but if otherproessor writes to the blok, the state hangeto Invalid.



Write Through Cohereny Protool
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Write Invalidate Coherene ProtoolMust deal with:-1-Proessor ReadWrite to its ahe2-Bus (other proessor's ReadWrite)Cohereny Protool has three states:� Invalid: This opy has been hanged by an-other proessor write to it. Only bus writeauses blok to be invalid� Shared (Read Only): Proessor reads a vari-able that was not in its ahe. A read missgenerates this state.� Exlusive (privatenot shared): Proessorwrites to a variable, auses the blok to belabeled Exlusive, as other opies in other pro-essors ahes are invalidated.



Write Bak Cohereny ProtoolProessor ations are:1-Read hit2-Read miss3-Write hit4-Write missUsing three state protool� 1-Proessor writes (hitmiss) makes blok pri-vate� 2-Proessor Read miss makes blok shared� 3-Proessor Read hit no hange if it is sharedor private but if it is invalid it makes it shared� 4-bus write makes blok invalid� 5-bus read makes blok shared exept if blokis invalid it will stay invalid



Coherene Protool for Proessor Ations
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Coherene Protool for Bus Ations
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Complete Write Bak Coherene ProtoolIt inludes Proessor and Bus ations.
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Multiproessor ModelModel multiproessor system by the average ofmultiplying the probability of eah ation timesits ost in yles.Cost of proessor read hit is= 1 yleost of proessor write hit to private blok = 1yleost of proessor write hit to shared blok = 1yle + bus invalidationost of read miss = bus lateny + memory lateny(DRAM or other proessor ahe) + 1 yleost of write miss = bus lateny + invalidate +1 yleExample: Find performane of 8 proessors as-suming balaned load is exeuted on eah oneand read=20%, writ=10%, sharing=5%, and in-valid = 3%. ost of bus lateny = 30 yles,memory lateny=60 yles, Inst miss = 5%, readmiss= 7%, write miss= 8 %.
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False SharingIf blok size is greater than word size, two ele-ments ould be mapped to same blok, and bothof them will be invalidated even if writing to oneelement only.If P1 writes to X1, X2 will be also invalidated inP2 ahe. P2 has to perform read miss to getX2 from P1 ahe, although X2 value has nothanged.
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Example: Assume X1, X2 are read by P1 andP2 and share the same blok. Find true and falsesharing in the following sequene:1-P1 writes to X1, auses P2 to invalidate X1,X2 in ahe. X1 was read by P2 at time 0, sothis is true sharing for X12-P2 reads X2, invalid beause P1 writing to X1in step 1, P2 has to miss ; this is false sharing3-P1 writes to X1 , auses P2 to invalidate X1,X2. X1 was not read by P2, false sharing (P2read X2 only).4-P2 writes to X2, P1 invalidate X1, X2. P1 didnot read X2 , False sharing.5-P1 reads X2, has to miss and get it from P2ahe, P2 was last to write to X2, It is true shar-ing.
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Performane of oherene Protool1-Inreasing number of proessors a�et miss rate(oherene miss rate inreases as N inreases).2-Inreasing ahe size improves both oherenemiss and apaity miss.3-Inreasing blok size improves apaity miss butmight inease oherene miss due to false sharing.



Synhronization-Need synhronization to know when it is safe touse shared data-Need speial type of instrutions with hardwareapability.-For large sale mahines, syhronization ould bethe performane bottelnek.Speial Type of Instrutions with Atomi Op-erationsAtomi operation: Uninterruptable operation toretreive and hange the value in memory.Need to read and modify memory loation atom-ially.



Typial atomi operations:� atomi exhange: interhange value in aregister for a value in memory� test and set: tests a value and sets it if valuepasses the test.� feth and inrement: returns the value of amemory and atomially inrements it.User Level Synhronization OperationUser uses atomi operations for synhronization.1-Using atomi exhange operation:-Use a lok in memory for the variable. If thelok value=0, the lok is free and proessor anaess the variable. If the lok value=1, lok isunavailable.Proessor sets a value in a register=1, and usesthe exhange instrutionif the register returns 0, the lok is available andnow is set to 1 by the value of register exhange(this for other proessors not to aess it).if register returns 1, the lok is used by anotherproessor.



Spin Loksproessor ontinuously tries to aquire lok, spin-ning around a loop
li R2, #1 ; R2=1lokit: exh R2, 0(R1) ;atomi exhangebnez R2, lokit;Problem with spin lok; the proessor is tied upwaiting in a loop.Solution: an ahe the loks and use ohereneto maintain lok value.Advantages:-Proessor spinning in its loal ahe (no memoryor bus)Loality in lok aesses suggest that proessorthat used the lok last will use it again soon.Problem: On loal ahe, the exh instrutioninvolves a write to the ahe opy, needs to in-validate all other opies. This auses a lot of bustraÆ.Solution: repeat just read variable, and only hangeit if the value of lok=0 (when available).



example of synhronization using spin loklokit: lw R2, 0(R1) ; read lokbnez R2, lokit ; not availableli R2, #1 ; Set R2=1exh R2, 0(R1) ; now an swapbnez R2, lokit ; branh if lokwas not 0Example of Cahe Coherene and Synhro-nizationstep P0 P1 P2 Lok state bus-----------------------------------------------------1 has waiting waiting shared nonelok lok=0 lok=02 set invalid invalid exlusive writelok=0 reeived reeived invalidatefrom P03 ahe ahe shared ahe missmiss miss servie P2



wait lok=0 shared miss satisfiedfor P25 exh shared P2 writesinvalidate6 lok=1 exlusive write bakreturn 0 P27 reads sharedlok8 wait forlok=0



Coherene and Synhronization ExampleProessor P0 has lok in its aheP1,P2 Simultaneously require the lokP0 release it, write invalidateP1,P2 read miss trying to get lok.P2 is faster )�rst), reads lok=0P2 aquire the lok and sets it to 1 and use writeinvalidate.P1 read miss will return lok=1, and P1 mustwait until P2 releases the lok and lok value=0



Other Instrutions for Synhronization1-Load Linked or load loked + store onditional-load returns intial value-store onditional returns 1 if it sueedstwo operations that are separated (readwrite)load linked does not use bus.lokit: li R2, 0(R1); load linkedbnez R2, lokit; not avalli R2, #1 ; R2=1SC R2, 0(R1) ; storebeqz R2,lokit ; if store failsNeed to implement synhronization at hard-ware level



Multithreading In supersalar, it issues multi-ple instrutions dynamially and extrat ILP fromloop unrolling. It uses multiple funtion units toexeute instrutions in parallel. All instrutionsare from the same stream (thread).Multiple threads eah has its own PC and di�er-ent registers, di�erent page table.All threads share same Funtion Units and otherresoures by swithing threads.Advantages:When one thread stalls, others an exeute andhide stall lateny.
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MultiThreadingTypes of Multithreading:� 1-Coarse grain: Swithes on L2 stalls, note�etive in hiding shorter stalls beause ofpipeline startup lateny� 2-Fine grain: swithes on every yle and ouldslow the exeution of eah individual threadsas it will be interrupted by the other threads.



Simultaneous Multithreading It ombine mul-tiple issue instrutions and multithreading together.TLP + ILP at the same time.multiple instrutions from independent threads ouldbe issued simultaneously.--------------------------------------------Supersalar | MT | SMT------------ |-------------|------------------1-T1 X X | T1 X X | T1,T2 X X Y Y2-T1 X | T1 X | T1,T2 X Y3-T1 X X X | T1 X X X | T1,T2 X X X Y4-T1 X X | | T1,T2 Y Y Y5- | T2 Y Y Y |6-T1 X | T2 Y Y Y |7-T1 X X X | T2 Y |-----------------------------------------------


